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The Changing Role of Staff in Automated Railway Operation and why 
Human Cognition is Here to Stay   

 

SUMMARY 

 
Automated mainline railway operation is challenging the traditional role of 
the operational staff ensuring safe and punctual service. Nevertheless, there 
are sound operational, economic, regulatory and societal reasons for valuing 
and maintaining central contributions of human staff to railway operation in 
future automated service. Instead of a linear transferal of tasks from the 
human to the automation technology a human-machine collaboration 
setting becomes apparent that enables both, automation-driven benefits in 
terms of capacity or energy consumption and benefits in terms of efficient 
human intervention in case of operational uncertainty, where human 
decision-making and communication skills are key to safety.  
 
 

INTRODUCTION 

Think of the last time you tried to get something 100 percent right. I assume the first 70 to 80 percent of 
the work went quite well and then the trouble started, you spend more and more effort to accomplish less 
and less progress. Did you get to 100 percent in the end? Or did you stop at 95 percent, because you a) were 
just not able to do the last five percent on your own or b) the effort was just too big to be worth it? The 
bottom line is that there are good reasons why we collaborate with others to achieve our goals. It is so much 
ƳƻǊŜ ŜŦŦƛŎƛŜƴǘ ŀƴŘ ǎƳŀǊǘŜǊ ǘƘŀƴ ǘǊȅƛƴƎ ǘƻ ōŜ ŀ ŎƭŀǎǎƛŎŀƭ άƪƴƻǿ-it-ŀƭƭέΦ The same logic applies to human-
machine collaboration, where human experts and automation technology collaborate to jointly achieve a 
certain goal by investing a reasonable amount of resources.      

SCIENTIFIC FOUNDATION 

Most automation taxonomies implicitly convey the idea that the introduction of automation technology 
is a one-way ticket. Levels of automation, representing a common and fundamental automation taxonomy, 
are defined as άŀ ŎƻƴǘƛƴǳǳƳ ƻŦ ƭŜǾŜƭǎΣ ŦǊƻƳ ǘƘŜ ƭƻǿŜǎǘ ƭŜǾŜƭ ƻŦ Ŧǳƭƭȅ manual performance to the highest level 
ƻŦ Ŧǳƭƭ ŀǳǘƻƳŀǘƛƻƴέ όtŀǊŀǎǳǊŀƳŀƴ Ŝǘ ŀƭΦΣ нлллΣ ǇΦ нутύΦ Lƴ other words, the level of automation describes to 
what extent a system is executing a function autonomously. Stages of automation refer to the information-
processing stage to which the automated functions can be attributed (Parasuraman et al., 2000). The stages 
are based on a simple four stage model of human information-processing comprising sensory processing, 
perception, decision-making, and response selection that directly translate into the four stages of 
automation: information acquisition, information analysis, decision selection and action implementation 
(Parasuraman et al., 2000). Thus, an automated functionality can be classified according to its level of 
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automation and the information-processing stage it is executing, captured by the stage of automation. 
Finally, the concept of degrees of automation integrates both former conceptsτlevels and stagesτ into one 
ŎƻƴǘƛƴǳǳƳΣ ƛƴ ǘƘŜ ǎŜƴǎŜ ǘƘŀǘ άƘƛƎƘŜǊ ŘŜƎǊŜŜǎ ƻŦ ŀǳǘƻƳŀǘƛƻƴ Ŏŀƴ ōŜ ŀŎŎƻƳǇƭƛǎƘŜŘ ōȅ ōƻǘƘ higher levels within 
ŀ ǎǘŀƎŜ ŀƴŘ ōȅ ƛƴŎƭǳŘƛƴƎ ƭŀǘŜǊ ǎǘŀƎŜǎέ ό²ƛŎƪŜƴǎ Ŝǘ ŀƭΦΣ нлмлΣ ǇΦ оуфύΦ ¢ƘŜ ƴƻǘƛƻƴ ƻŦ degrees of automation (see 
Onnasch et al., 2014) represents the latest well-established stance on classifying automation. All of these 
taxonomies seem to draw a trajectory on which human involvement is gradually replaced by automation 
technology.  

CURRENT DEVELOPMENTS IN THE RAIL CONTEXT 

The same logic applies to the railway specific Grades of Automation or GoA (VDE,2015). The taxonomy 
incorporates an aggregation of tasks into four functional categoriesτsafe movement, speed control, door 
operation, and disruption mitigationτ that need to be executed to operate safely (VDE, 2015). With each 
consecutive GoA more functional categories and autonomy are attributed from the members of staffτin 
most cases the train driverτto technological systems. Brandenburger and Naumann (2019b) broadly 
summarised the operational task environment across all four GoA: ά!ǘ Dƻ!мΣ ǘƘŜ ǘǊŀƛƴ ŘǊƛǾŜǊ ƛƴ ǘƘŜ Ŏŀōƛƴ ƛǎ 
responsible for the train ride including speed ŀŘƧǳǎǘƳŜƴǘΣ όΧύ ώǿƘƛƭŜϐ ŀƴ ŀǳǘƻƳŀǘƛŎ ǘǊŀƛƴ ǇǊƻǘŜŎǘƛƻƴ ǎȅǎǘŜƳ 
(ATP) is monitoring adherence to speed limits in the background. !ǘ Dƻ!нΣ !¢t ƛǎ ǎƛŘŜ ƭƛƴŜŘ ōȅ όΧύ ŀǳǘƻƳŀǘƛŎ 
train operation ό!¢hύ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŀǳǘƻƳŀǘƛŎ ǎǇŜŜŘ ŀŘƧǳǎǘƳŜƴǘΣ όΧύΦ ¢ƘŜ ǘǊŀƛƴ ŘǊƛǾŜǊ ƛƴ ǘƘŜ 
cabin remains in charge of monitoring instruments and track integrity, thus ensuring the safety of the trip. At 
Dƻ!оΣ ǘƘŜ ǘǊŀƛƴ ŘǊƛǾŜǊ ƛǎ ƴƻ ƭƻƴƎŜǊ ǎƛǘǳŀǘŜŘ ƛƴ ǘƘŜ Ŏŀōƛƴ όΧύΦ {ƻƭŜƭȅΣ ǘƘŜ door closure is checked by a train 
attendant stationed within the running train. GoA4 is characterised by complete absence of staff on board 
and the train ride is completely executed by automation technology, hence the term unattended train 
ƻǇŜǊŀǘƛƻƴ όΧύέ ό.ǊŀƴŘŜƴōǳǊƎŜǊ ϧ Naumann, 2019b, p. 289). This general linear logic of subsequent task 
reallocation from the human to the automation may hold for certain applications, but does this logic really 
hold for transportation, more specifically the railways, with a wide societal audience as stakeholders with all 
kinds of perspectives on issues around trust, liabilities etc.?  

Yet, very early on an idea known as the Fitts list (Fitts, 1951) or MABA-a!.! ƭƛǎǘǎ όάaŜƴ ŀǊŜ ōŜǘǘŜǊ ŀǘΣ 
aŀŎƘƛƴŜǎ ŀǊŜ ōŜǘǘŜǊ ŀǘέύ went into a different direction of thinking about human-machine collaboration by 
trying to figure out which actor is better at what task. From my point of view, this direction of thought 
focusing on a proficiency-based task allocation provides a more promising approach to finding the right 
balance of human machine collaboration in our socio-technical railway system, enabling safe, efficient and 
secure future railway operation. Following this train of thought, a line of research (see literature review in 
Brandenburger, 2021) started investigating from a user-centred perspective in what role the human staff 
could best contribute to safe and reliable automated railway operation such as GoA3 or GoA4, given certain 
operational, economic, regulatory and societal premises. Operationally, human decision-making seems vital 
due to the dynamic real-world constraints mainline railway is operating under requiring constant situation 
assessment and replanning. Economically, automating the operation in every possible system state seems 
overly costly at a minimum, and just not particularly smart as pointed out in the introductory example. From 
a regulatory point of view, legal jurisdiction currently simply calls for human supervision of railway operation 
to maintain high safety standards that are valuable and probably only for negotiation, once a human-machine 
collaboration setting can prove adherence to these standards in a watertight fashion. First empirical results 
suggest e.g. a more balanced operator workload, reduced fatigue and supposedly quicker subsequent 
reaction times to critical stimuli [e.g. brake indications on the European Train Control System (ETCS) Driver 
Machine Interface (DMI)] in GoA3/4 setting compared to GoA2 (Brandenburger, 2021, see figure 1). 
Furthermore, a study found positive expected effects of GoA3 on job satisfaction in comparison to GoA2 
(Brandenburger & Naumann, 2018). Last but definitely not least, society as a whole demands high safety 
standards (CE Delft, 2018) which are competing with mainly economic objectives - automation just needs 
some tolerable margin of error to be economically reasonable. This margin of error needs to be monitored 
at times through human staff. In light of these premises, the idea of situation-specific human intervention 
into an otherwise automated GoA3/4 operation was developed (Brandenburger & Naumann, 2018) and 
empirically evaluated (Brandenburger, 2021). At the heart of this idea lies the simple notion that the 
automation itself needs to detect its own system limits and basically calls for help from the human staff 
situated remotely once an operational situation emerges that exceeds automation capability and thus 
exceeds the tolerable margin of error. 




