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Automated Railway - Operation as Usual: 
Best Practice to Achieve Situational Awareness 

 

SUMMARY 

This article aims to provide insights into achieving situational awareness as a 
basis for safe automated railway operations. Automation in rail transport has 
a significant influence on employees' situational awareness (perception, 
understanding and anticipation of the situation), which in turn depends on 
the degree of automation, task characterisation, the design of the human-
machine interface and information content. One decisive aspect for safe 
operation is the human-centred design of the task and workspace with 
integrated information as well as regular training and knowledge expansion 
to enable appropriate situational awareness. Good examples already exist in 
railways, especially for the visualisation of relevant information considering 
human and organisational factors and addressing automation myth #1. 

INTRO 

The degree of automation is increasing in various applications and contexts, also in the rail sector. This 
can yield a number of benefits, such as increased safety, reliability, capability and efficiency, if automation 
operates as intended by the human. However, it leads to greater dependencies, which negatively affects 
the performance when automation fails or reaches its limits (Bainbridge, 1983). Consequently, the 
following question arises: How can human-automation performance be successfully optimised enabling 
operation as usual? 

Let us first look at an everyday example: robot vacuum cleaners - those little automated helpers that 
keep the dust off us. It is not uncommon to see pictures of broken robot vacuum cleaners at the bottom of 
stairs or a brown trail (at best caused by moist soil) following the robot's path through the room. Why did 
they (human and robot) fail? For an optimal cleaning result, you need to know the limits of your robot. 
Thus, you can anticipate and create a situation (move furniture, put things away, etc.) in which the robot 
can operate without problems. If system limits are not considered and the functionality of the robot is 
trusted too much, poor vacuuming results can occur in the best case. In the worst case, ramming of other 
objects or destruction of the robot can be the result. It is also useful to know what the robot is doing, what 
it has already done and what will happen if you simply switch the robot off or move it to another location. 
These aspects are related to situational awareness, which can be supported by human-machine interfaces, 
instructions and training, as a basis for successful implementation. In most cases, misuse of vacuum 
cleaning robots due to poor situational awareness is not safety-critical, but merely annoying and not 
purposeful. In other contexts, such as rail transport, a lack of situational awareness can endanger human 
lives. 

SITUATIONAL AWARENESS 

Situational awareness is a decisive concept in the context of safety-critical domains (Stanton et al., 2001) 
as it is the basis for good decision-making and performance (Endsley, 1995). Operators need to perceive 
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and process relevant information, understand and anticipate them in order to know what is going on and 
what is coming next. The model proposed by Endsley (1995) including three levels to characterise 
situational awareness has been most widely accepted (see Fig.1). 

 
Fig. 1: Three-level model of situation awareness adapted from Endsley (1995) 

Individual factors such as experience, preconceptions or goals as well as system factors such as interface 
design, complexity or automation influence situational awareness (Endsley, 1995). With systems becoming 
more and more automated and complex, certain system processes are not necessarily recognisable to 
humans. Operators need be able to understand and predict the situation at any time when they are in 
control or serve as a fallback solution for automation. Therefore, additional information has to be 
communicated in a meaningful way and specific automated system knowledge must be reinforced 
(Endsley, 1996). Experience and frequent use or training also support the development of adequate 
situational awareness. This is especially the case if the person is rather passive most of the time (observer) 
and can intervene actively only rarely. Loss of practical knowledge and reduced attention are the 
consequences, so that important aspects in the situation could be overlooked (Endsley, 1996). In summary, 
automation thus influences situational awareness in many ways, but if it is very well designed by taking 
human and organisational factors into account, it can bring a considerable gain in acceptance, safety and 
physical relief for humans. 

LEVEL OF AUTOMATION 

Depending on the degree of automation, the range of tasks changes and with it the situational 
awareness for humans. Automation can be divided into different levels, ranging from manual operation by 
the human to complete takeover of control without human involvement. There are several frameworks of 
levels that can have different focuses and scopes. For example, a ten-level subdivision specifically covers 
control of decision and action selection (Sheridan & Verplank, 1978, see Fig. 2a). These levels can also be 
defined separately for the different functions of information acquisition, information analysis, decision 
selection and action implementation related to human information processing when using certain 
automated systems (Parasuraman et al., 2000). 

 
Fig. 2: a) Levels of automation relating to human information processing (Sheridan& Verplank, 1978; Parasuraman et al., 2000) and 
b) grades of automation (GoA) relating to train operation (Braband, 2021, UITP, 2018). 


